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Preface 

The 14th International Conference on Mass Data Analysis of Signals and Images with 
Applications in Medicine, r/g/b Biotechnology, Food Industries and Dietetics, Biome-
try and Security, and Agriculture MDA 2019 held in July in Newark USA showed 
once more that the event is a must for all specialists from research and industry alike 
who like to stay informed about hot new topics in mass data analysis of signals and 
images. MDA 2019 had two invited talks, regular sessions, and invited sessions on 
specific very important topics. Altogether sixteen talks have been given. 

The topics range of MDA from Case-Based Reasoning and Data Mining for 1-,2-
,3-Signals, Time Series Analysis, Aspects of Mass Data Analysis, Telemedicine, and 
Spectrometer Signal Analysis. Full research work and work in progress has been pre-
sented.  

The first invited talk was on “Fuzzy Recurrence Analysis of Complex Systems 
Dynamics” given by Prof. Dr. Tuan D. Pham from the Department of Biomedical 
Engineering of the Linkoping University in Sweden. The second invited talk was on 
“Intelligent Pattern Recognition (IPR) and Applications” given by Prof. Dr. Patrick 
S.P. Wang, Fellow IAPR, ISIBM, WASE&IETI and IEEE ISIBM outstanding 
achievement awardee from the Northeastern University in Boston, USA.  

The discussion made the conference very inspiring and influencing. A lot of ideas 
were exchanged that will help to progress in further work. 

The social program gave a great opportunity to network, interact among each other, 
and exchange ideas about certain research aspects. All together it was a very inspiring 
and successful conference. 

Five full papers have been selected for publishing in the proceedings “Advances in 
Advances in Mass Data Analysis of Images and Signals” (ISBN 978-3-942952-64-4) 
by ibai-publishing house (ibai-publishing.org). 

Selected revised papers of this conference as well as contributed papers will be 
published in the October issue of the International Journal Transaction on Mass Data 
Analysis of Signals and Images (www.ibai-publishing.org). 

We are happy to see that new automatic systems for the analysis of signals and im-
ages have been presented at MDA and that a lot of researchers followed our mission 
to bring new signal and image analysis methods into real applications that introduce a 
new quality level to various real life applications. We decided to bring aware MDA to 
a broader audience. Therefore, we changed the title of MDA to Mass Data Analysis of 
Signals and Images in Artificial Intelligence and Pattern Recognition MDA-AI&PR 
that should attract more people to the mission of MDA. 
The 15th conference will be held in 2020 in New York (www.mda-signals.de) under 
the auspices of the World Congress Frontiers on Intelligent Data Analysis DSA 2020 
(www.worldcongressdsa.com) and it is now named MDA-AI&PR 2020. 
We would like to invite you to contribute to this conference. Please come and join us. 
 
 
July, 2019                Prof. Dr. Petra Perner 

Chair of the Conference MDA 

http://www.ibai-publishing.org/
http://www.worldcongressdsa.com/
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Telemedicine Data Flow Models 

Calin Ciufudean 

 „Stefan cel Mare“ University, 9 Universitatii str., 
720225, Suceava, Romania 

calin@eed.usv.ro 

Abstract. For medical specialists prevention is always preferred to treatment, especially when 
access to patient is difficult and in emergency cases it is mandatory to have a specialized 
intervention by distance, i.e. one may need a telemedicine facility. In order to prevent and to 
intervene using telemedicine staff we need good logistics, both for data transmission and good 
prediction tools. Our paper deals with telemedicine`s availability diagnosis by using discrete 
event models. Physicians’ expertise in medical examination and laboratory analysis are here 
modeled using Markov chains and their dynamics on medical diagnosis and treatment is 
estimated. As Petri nets (PN) and Markov chains are well established formalisms for modeling 
and representing knowledge dynamics we use them for improving the state of the art in models 
by means of risk estimation availability, interoperability, and prevention throughout tele-
medical techniques. A theoretical example will emphasize our approach.   

Keywords: Telemedicine, Markov chains, pulse width modulation, rare events, discrete 
event systems.  

1   Introduction 

 Environmental issues are already visible everywhere and have dangerous 
consequences for human health, and this is a clear sign that environmental issues 
entropy has reached the maximum value. We estimate the amount of logistics 
involved in telemedicine process in order to find the optimum scheduling of medical 
procedure in order to deliver an efficient diagnosis, treatment for patients, and for 
medical staff to save time, energy and to respect the environment. In the last century, 
the entropy had been widely used both in scientific research and for solving technical 
issues. In our approach, a tele-medical system is treated as a discrete event system and 
we consider that the evolution of this system can be modeled and analyzed using 
stochastic process formalisms. In particular, we deal with Markov chain models, and 
we assume the entropy of the model’s states will determine the system’s trajectory 
and dynamic. Different analytic or graphic models might be used in order to 
accomplish the above mentioned analysis [1-4]. Choosing a particular modeling 
formalism for analysis of such complex systems is due to the following reasons: first 
comes the nature of phenomena which have to be modeled, second is the desired 
representation kind, and in the third place is the user`s abilities and availabilities. An 
example for applying knowledge representation based on expert`s reasoning with 
uncertainty is applied on Markov chain dynamics [2, 3].  Our work synthesis, in a 
certain measure, the prestigious applied researches debated in literature [5-10]. We do 
not try to find a specific application of our approach, but to deal with general models. 
Therefore we propose a new Markov chain model, based on a Petri net support for 



modeling causal relations between the factors that determines the necessity and 
opportunity of using telemedicine diagnostic procedures, for estimating the 
probability of both their occurrence and impact on human health. We choose the 
Markov model considering that prediction and estimation of medical performance 
impact is a hard task involving social, economic aspects, as well as medical strategies 
in order to build a model suitable to manage with these interacting parameters. 
Typical, or new medical applications can benefit of this general model we introduce 
here.  

The rest of the paper is organized as follows: we give a short description of the 
Petri nets models for controllers of tele-medical systems problem in section 2, and a 
design of the proposed Markov chain model for performing efficient diagnoses in 
telemedicine is presented in section 3. A theoretical illustrative example of our 
discrete event model for telemedicine systems is given in section 4. Section 5 gives 
some concluding remarks.  

2   Petri Net Model for Telemedicine Diagnosis 

  We will assume that the reader is familiar with Petri nets (PN) theory and their 
application to applied systems, such as telemedicine, or we refer the reader to [1-4]. In 
a high volume transfer line (i.e., in a telemedicine environment) the global PN model 
should be divided into modules in order to make possible analysis. Each module is 
analyzed and optimized, and then the Petri nets models for modules are synchronized 
in order to be integrated in one global Petri net [5]. The modules preserve the 
structure of the entire net model, and synchronization is ensured by transitions which 
have physical meaning. The global Petri net model of the tele-medical system has 
properties of a modular logic controller. These modules of a PN controller are bided 
using reduction rules to reduce the complexity of the global Petri net; for example, 
non-synchronized transitions are rejected. Figure 1 displays the structure of a PN 
controller with three modules and three synchronized transitions. As a general rule, 
the PN model should be safe, and reversible, and therefore a special attention should 
be paid to its topology and initial marking [3, 4]. Liveness and reversibility properties 
of PN can be easily analyzed using the state equation of the marked Petri nets, as we 
exemplify for the net depicted in Fig.1.    

Fig.1. An example of modular PN controller. 
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We denote with C the incidence matrix of the global Petri net, with Ci , i = {1, 2, 3} 
the incidence matrix of the modules, and by M0 the initial marking of the global Petri 
net, and we have: 
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The initial places of the PN safe and reversible controller are represented by n-
dimensional vector for the component modules:  
 

{ }n
0 10, M ∈          (2)

  
Where “1” marks the initial locations of the modules, and M0 denotes the initial 
marking of the PN. 
 
An advantage of this modular construction is its versatility, i.e. it can be easily 
reconfigured according to different real state tele-medical systems (i.e., admit different 
communication protocols) by replacing incidence matrixes of modules.  
The evolution of a modular PN controller is given by the next relation (state 
equation): 

 

C0 ft C  M  M ⋅+=             (3) 

 
Where, ftC is the firing vector of transition “t” of the Petri net. 
Data traffic flow is very important for tele-medical systems in order to ensure an 
operative diagnosis and treatment for patients. The traffic volume is determined by 
the cycle time of a telecommunication system in normal operation. As it is well 
known, performance analysis of PN`s is easily done by adding time specifications to 
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the Petri net model, i.e. to places (modeling tasks duration) and transitions (modeling 
data processing duration) of the PN. Throughput analysis of timed Petri nets basically 
means evaluation of cycle time necessary to perform a complete firing transition cycle 
[2 - 6]. 
For timed Petri nets, a well-known method for computing the minimum cycle time CT 
is given by the following relation [4, 5]: 

{
( )
( )






=
Γ∈ν γN

γD
maxCT  (4) 

Where Γ is the set of circuits (also named loops) of the timed Petri net; 

D(γ) = 
∈γp

i

i

τ is the total delay introduced by the places of the circuit γ;

N(γ) is the total number of tokens (resources) in the places of the circuit γ. 

As mentioned in [1-3], the trajectory of timed Petri nets depends to the number of 
tokens and to the number of states in the main circuit (e.g. the circuit which decides 
the cycle time CT), and this analysis becomes more and more difficult as the 
complexity of the PN model grows.  Therefore, in the next section we deal with 
formalism capable to handle large size discrete event models, i.e. the Markov chains. 

3   Markov Chain Model for Telemedicine Diagnosis 

The PN model we discussed in the previous section will help us to build a Markov 
chain diagnosis structure.  
We consider a Petri net )T,P(PN=  with place set ]n,...,1[PP =  and transition set T, 

with T)i,j(T)j,i( ∈⇔∈ . We also consider a Markov chain built with the places and 
transitions of the Petri net; the state at moment “t” will be denoted S(t) € PP, for t = 0, 1, 
…, n, where n Є N. Transitions of the Markov chain are associated with transitions in 
the Petri net depicted in figure 1. The transitions probabilities must be nonnegative, 
and the sum of the probabilities, including self-logs, must be equal to 1 (i.e. we deal 
with a stochastic process). We define the probability of self-logs (i, i) as the 
probability that S(t) stays at place i.  

The transition probability matrix nxn
ij RP ∈ has the following structure:

n,...,1j,i)i)t(S/j)1t(S(probPij ===+= (5) 

Where the stochastic matrix Pij has the following properties:  

T
ijij PP,0P =≥ (6) 

From relation (7) we deduce that matrix P also satisfies the following condition: 
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0Pij = , T)j,i( ∉       (7) 

 
Relation (7) states that transitions are allowed only between connected states. Let 
∏(t)∈ Rn be the set of probabilities of states in the Markov chain at moment t: ∏i(t) = 
prob(S(t) = i), and their distribution is given by the following relation:  
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For the elements of ∏i(t) we have the following relation [10, 11]: 
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Considering that ( )[ ] ∞=π⋅+π −
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4   Illustrative Example  

Let us now apply the above discussed approaches to a telemedicine system, and 
therefore we assume that data flow respect a Poisson process of rate β/(data slot), and 
the time is divided according to these slots. The duration of a data transmission is 
bigger than the maximum nominal processing time dj of processing units PUj,  j = 
1,…, n+1, and only one data package can be transmitted in one slot. If more than one 
data slot attempts to access PUn+1 the transmission stops (i.e. there is a bottleneck) and 
data should be retransmitted in subsequent slots. Slots than have been blocked are 
called backlogged slots. Each slot which is backlogged attempts, independently from 
other backlogged slots to use the following slot with retransmission probability “p”. 
We mention that this approach is independent of the arrival process. Denote by S(n) 
the number of backlogged slots at moment tn. Then S= {S(tn), n = 0, 1,…} in the 
Markov chain built as we described in the previous section, and we consecutively 
have [8, 9]: 
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2k,0i,
!k

e
p

k

kii ≥≥β⋅=
β−

+  (13) 

,0pij = otherwise  (14) 

As it is well known, the blockage of the data flow in a tele-medical system occurs 
when the number of backlogged parts increases in an uncontrolled manner, so that 
one may say that the trough put of the system will decrease to zero. 

To explain this phenomenon encountered as well in communication systems [13, 14] 

we introduce d(i) as the upward drift of the number of backlogged parts in state i:  

0i},i)n(S|)n(S)1n(S{E)i(d ≥=−+=  (15) 

From (11) and (12) we have: 

0i),i(c)i(d ≥−β=  (16) 

Where     i)p1(e)p1( 1ipie)i(c −β−⋅β+− −⋅⋅β−=  (17) 

It is shown in [15, 16] that d(i) attains its minimum at 
p

)p1)(1(
mini

−β−=  , where

)i(c  increases on ]mini,0[  and decreases on ],1mini[ +∞+ . It is also shown in [17,

18] that if  )mini(c<β  then we define states as stable, respectively unstable:

s
i respectivelyni , where  ( niminisi0 <≤≤ ):

)1si(c)si(c +<β≤  (18) 

)1ui(c)ui(c +<β≤  (19)

 

Fig. 2. Drift evolution of backlogged data slots. 

In order to increase the throughput of the tele-medical system one may need to have a 
greater probability that the Markov chain stays as closes as possible to 0, e.g. the drift 
is negligible. Based on [16-18] it is easy to prove that when Markov chain is beyond 
state iu, then bi, the probability the Markov chain will reach state 0 after that line point 
is decreasing in ui  less than 0,5 but these probabilities cannot be neglected. In [19-21] 
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is defined the stationary distribution as the limit, considering the number of data slots 
increases very much, of the conditional distribution of the Markov chain S(n) given 
that the throughput of the tele-medical process has not been beyond iu [21, 22]: 

( ) ( ) { }{ } nn
n

i i.,..,1,0i,1nm0,i.,..,1,0mS/inSPlimv =∀−≤≤∈== ω
∞→

 (20) 

The set V = (vi) shows the distribution of the backlog data slots given that the 
system has been operating satisfactory for a long time. 

From [23, 24] we know that the limits vi exist, are independent of the initial 
distribution, ω and satisfy the following relation: 
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Where a = (ai)  is the left eigenvector of the elements( ) ( )( )1u1u ii ++ ×  of Pij, see

relations (5), and (6), associated with its largest eigenvalue 1iu
S +  that is, a is solution 

to the equation: 

( ) ij1i1i PaaS
uu

⋅=⋅ ++  (22)

From [25-27] we have that: ( )1iii u
SQa +=  , i = 0,1,…, iu:
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Where ( )1iu

SQ + the left eigenvector of is ij)m( P  associated with the largest 

eigenvalue 1iu
S + . 

As for a pure theoretical example, let us assume a5 = 0.35 and p = 0.4, and then we 

have iu = 5, and 337,0blimb )m(
5

m
6 ==

∞→
. It results that quasi-stationary distribution 

provides a well enough limit that characterizes the stable behavior of the backlog 
operation. 

5 Conclusion 

   In this paper, we presented few theoretical considerations of basic discrete event 
models of data flow of tele-medical systems. Our models use Petri nets and Markov 
chains formalisms. Performance metrics for the diagnosis models of data flow were 
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also defined. These diagnosis models can be easily incorporated in a user friendly 
controller modeled with Petri nets as they are related to Markov chains. The 
theoretical illustrative example demonstrated the effectiveness of our approach. Due 
to intuitive interface between man and machine we consider these models suitable for 
development in tele-medical applications in order to have a versatile tool for 
telemedicine. We also believe that this paper delivers several paths for future works 
for rare events` formalisms diagnosis of security communication system based on 
finite-state, discrete event parameter, recurrent Markov chain. 
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Abstract. The amount of data stored at the present is growing exponentially. 
Big Data is one of the research areas that now has the most future for the treat-
ment of such a huge amount of data. At the same time, Data Mining is a funda-
mental part in the treatment of these data and in the search for special character-
istics that may be interesting for the researcher. In the field of Medicine, the use 
of images for the diagnosis and analysis of certain diseases or clinical processes 
is nowadays a common practice. The semi-automation or automation of image 
processing is an area that is open to the use of different models and techniques, 
depending on the type of image, quality, disease, etc. The Principal Component 
Analysis is one of these techniques. 

Keywords: big data, data mining, medical images, singular value decomposi-
tion, principal component analysis. 

1 Introduction 

The use of the so-called big data in different areas of knowledge and in different in-
dustrial sectors is, nowadays, a line of research in vogue. The mass data analysis can 
be applied in the treatment of images, among other fields. And within the field of 
treatment of images or the use of digitalization, Medicine is one of the sectors in 
which its use seems more evident. Already in 1854, when there was an epidemic of 
cholera in London, John Snow, considered the father of epidemiology, was meticu-
lously detailing the places of affected homes. After a long time, since it was the nine-
teenth century, he deduced that the cholera that had spread through London was 
caused by the consumption of water contaminated with faecal matter from a water 
pump in Broad Street, and recommended that it should be closed down [1]. That 
work, with the digital positioning that we have, could have been done in a few hours 
in our time. 

The computerization of all kind of processes has caused companies and organiza-
tions of all types to accumulate a huge amount of data. Therefore, new technologies 
are required to manage and extract the value of complex data that are generated in 
large volumes at high speeds. These data can be provided for several things, intercon-



nected or not. It is the Internet of Things, which generates a huge flow of data, includ-
ing images. Although this phenomenon is affecting all sectors, the health sector is one 
of the areas in which the incidence of this phenomenon is being especially relevant, 
due among other elements to the implementation of the electronic devices, to the in-
terconnection of departments, to the recent explosion in the generation of genomic 
data (in part, thanks to its cheapening), and to the fact that the majority of data gener-
ated in the sector is unstructured. 

With the enormous amounts of data that exist in digital format at the present, and 
with those we generate constantly with everyday acts (such as the use of electronic 
devices connected to the Internet, interaction in social networks, collaborative work in 
digital systems, the use of platforms for learning, among many others), added to the 
increase of the capacities of automated processing to costs increasingly low, it was 
logical that, in the evolution of the uses and applications of the Technologies of In-
formation and Communication in the XXI century, different methods and tools were 
developed for taking advantage of these data, seeking their understanding and im-
proving decision making. 

But it is not only the great volume of information and the enormous variety of data 
that can be processed, generated both by human intervention and by the communica-
tion between the computers or by themselves. The importance lies mainly in the po-
tential impact of the findings that may emerge from their analysis. So, we have to take 
into account not only the quantity and the quality of data, but also the way to manage 
and analyze them. 

2 Big data 

At this point, the term “big data” is the key for beginning to understand the image 
processing. Big data can be defined as the actions that can be performed on large-
scale data sets, whose variety and volume exceed the capacity of traditional software 
for its capture, management and processing in reasonable times according to the high 
speed at which they produce, as much by human intervention as by the interaction 
between digital devices, in order to analyze them, understand them, generate hypothe-
ses, make decisions, extract new ideas and knowledge, or create new forms of value. 

Big data focuses on finding associations, patterns and trends among the data, un-
like other techniques that try to find cause-effect relationships or projections based on 
probability. Therefore, it understands and requires techniques, algorithms and analyti-
cal approaches in conjunction with new proposals to design the architecture of the 
information that is processed. 

According to De Mauro et al. (2016), Big Data is the Information asset character-
ized by such a High Volume, Velocity and Variety to require specific Technology and 
Analytical Methods for its transformation into Value. They suggested this definition 
as congruent with the most prominent features of the Big Data. But there are really a 
lot, where the most used can be the following: Big data is high-volume, high-velocity 
and/or high-variety information assets that demand cost-effective, innovative forms of 
information processing that enable enhanced insight, decision making, and process 
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automation (Beyer and Laney, 2012); Big Data presents a fundamentally different 
approach that begins with data collection, then analysis, and then drawing conclusions 
from the patterns that appear. Establishing causality is, of course, desirable, but it 
requires expert knowledge, theory, and the testing of a hypothesis to prove results 
(Mayer-Schönberger and Cukier, 2013); Big Data is data that exceeds the processing 
capacity of conventional database systems. The data is too big, moves too fast, or 
does not fit the strictures of your database architectures. To gain value from this data, 
you must choose an alternative way to process it (Dumbill, 2013); it is the develop-
ment of compact and scalable data structures and algorithms that support rapid data 
filtering, aggregation, and display rendering (Shneiderman, 2008); big data is a com-
bination of four characteristics, namely: volume, variety, velocity and veracity, what 
creates an opportunity for organizations to gain competitive advantage in today’s 
digitized marketplace (Miele and Shockley, 2013); big data is defined by four charac-
teristics: volume, velocity, variety and value (Dijcks, 2013), Big data is a term de-
scribing the storage and analysis of large and or complex data sets using a series of 
techniques including, but not limited to: NoSQL, MapReduce and machine learning 
(Ward and Barker, 2013). Suthaharan (2014) re-defined big data by introducing a 3D 
space, C3, which is defined based on three new parameters, cardinality, continuity, 
and complexity. 

Di Bella et al. (2018) focused on the social aspects of Big Data, saying that it can 
be substantially considered to be process-produced data gathered tracking peoples’ 
activities in different real or virtual environments, and they can be distinguished from 
“large dataset” by the fact that the former have a high level of complexity and multi-
dimensionality whereas the latter are merely datasets with many records. 

Fig. 1. Frequency distribution of documents containing the term “big data” in ProQuest Re-
search Library (Gandomi and Haider, 2015). 

From a business solution perspective, Sun et al. (2018) define big data as a new 
technology that is primarily characterized by its advanced business intelligence and 
analytics (BI&A) function. 49. Boubeta-Puig et al. (2014) considered it as an ap-
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proach or type of business analytics that assists organizations to analyze large 
amounts of data in a timely fashion. From a technical and business point of view, Jiao 
et al. (2013) and Liu (2013), considered that big data could be generalized as the ever-
increasing information flow from different sources that is very “big” to process. 

In the field of medicine, big data technology can be applied in clinical decision 
making, disease monitoring, public health and research. The huge volume of existing 
healthcare data includes personal medical records, medical images, clinical trial data, 
registrations, genetic data, genomic sequences of population data, etc. More recently, 
this exponential growth is fueling by the generation of 3D images, as well as readings 
from biometric sensors or wearables. Fortunately, advances in data management, 
particularly virtualization and Cloud Computing, are facilitating the development of 
platforms for more efficient capture, storage and handling of these large volumes of 
data (Feldman, Martin, & Skotnes, 2012). 

3 Data mining 

The growth of the “digital universe” has popularized Data Mining and Big Data 
concepts. Both are related to the use of large data sets to handle the collection or 
presentation of data that serves businesses or other recipients. However, the two terms 
are used for two different elements of this type of operation. Big Data is a term for a 
large data set. Data Mining, on the other hand, refers to the activity of going through 
large data sets to find pertinent or timely information; this type of activity is really a 
good example of the old axiom "looking for a needle in a haystack". 

Big Data refers to the storage of large amounts of data and the procedures used to 
find repetitive patterns within that data. It is the technology capable of capturing, 
managing and processing this data in a considerable time and efficiently. 

On the other hand, Data Mining is the process of identifying all the information 
that is relevant and is extracted from large amounts of data. The objective of this ex-
traction is to discover patterns and trends structuring the information that has been 
obtained in a way that is understandable for its use. 

As in any process, data mining also has to be carried out in different phases such 
as: 

• The understanding of what is sought and the problem to be solved.
• The determination, capture and cleaning of the data needed.
• The creation of mathematical models.
• The validation and communication of the results.
• And the integration of those same results.

Data Mining brings together the advantages of several areas such as Artificial In-
telligence, Statistics, Databases, Graphic Computing and Massive Processing, espe-
cially using databases as raw material. 

Data Mining technology is presented as a support technology, since our capacity to 
store data has grown in recent years at unstoppable speeds, but the ability to process 
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and use those data has not gone at the same time. Data Mining is a good resource to 
extract value from Big Data. 

Several authors have tried to define Data mining in different ways during the last 
years. It is used as a tool to realize automatic collection, automatic transmission, inte-
grated query and analysis via integrating and appraising information from customers; 
and it is also called as Knowledge Discovery in Database (KDD) (Turban et al., 
2007). Moreover, Bose and Mahapatra (2001) defined data mining as a process of 
identifying interesting patterns in databases, which can be used in decision making. 
Data mining can also be defined as a process that uses statistical, mathematical, artifi-
cial intelligence, and machine learning techniques to obtain and identify valuable 
information and subsequently gain knowledge from a large database (Turban et al., 
2007). 

More recently, other authors such as Rosli et al. (2018) and Shankar (2017) ap-
proximate data mining as a process that uses statistics, mathematical, artificial, and 
machine learning techniques to extract and identify useful information and related 
knowledge from various database. 

Witten et al. (2017) provide the best definition when they say that Data Mining is 
the process of discovering patterns in data, where this process must be automatic or 
(more usually) semiautomatic, and where the patterns discovered must be meaningful 
in that they lead to some advantage, e.g. an economic advantage. 

The use of Computer Science and ICT in the field of Health is entering a new era 
where technology is beginning to handle large volumes of data, leading to unlimited 
potential for information growth. Data mining and large data analysis (related to Big 
Data) are helping to make decisions regarding diagnosis, treatment, etc. And every-
thing finally focused on better patient care. For example, the use of data mining in 
health in the United States can save the health industry up to 450 billion dollars each 
year (Kayyali, Knott, & Van Kuiken, 2013). This is due mainly to the increasing vol-
umes of generated data and the technologies to analyze them. 

The explosive growth of data, already in the ’80s, generated the appearance of a 
new field of investigation that was called KDD (Knowledge Discovery in Databases). 
Under this acronym, the knowledge discovery process is hidden in large volumes of 
data (Fayyad, Piatetsky-Shapiro, & Smyth, 1996). Nowadays, general public knows it 
as Data Mining. 

4 Data Mining applied to medical images 

One of the great challenges of Data Mining is the development of new algorithms 
and methodologies for the processing, analysis and interpretation of the enormous 
volume of data that images represent, particularly medical images, in order to help 
health professionals to exploit all the information contained in them. Since the extrac-
tion of information from these images depends on many factors, such as modalities, 
registration conditions, devices, etc., it is not possible to have general procedures to 
locate or identify objects such as anatomical structures or injuries, but it is necessary 
to develop particular methods for each type of image or pathology. 
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The medical image is today one of the main sources of information used by doctors 
for diagnosis and therapy. They can be considered a representation of the human 
body, which, in a practically innocuous way, allow the characterization of different 
diseases, facilitating their diagnosis and treatment. As a result, all technologies related 
to medical imaging have evolved significantly in recent decades. 

The software for image processing has expanded including sophisticated algo-
rithms for, among other objectives: 

• highlight specific characteristics of the original image,
• manipulate the presentation of the image,
• correct the distortions caused by the acquisition equipment, and
• perform other mathematical analyzes in order to extract information of di-

agnostic utility.
This variety of operations is feasible due to having the image data stored in numer-

ical form, which allows their mathematical processing. 
One of the most commonly used method of image processing for recognition of 

special characteristics in one image is the Principal Component Analysis (Turk and 
Pentland, 1991a; Kirby and Sirovich, 1990; Turk and Pentland, 1991b; MIT, 2002; 
Ma and Aybat, 2018; Peng et al., 2019), which is based on the mathematical proper-
ties of the digitized image, which captures invariant characteristics of the images. It is 
interesting to study and analyze this technique for the following reasons: 

• Apparent simplicity of implementation against good results in large data-
bases.

• It is a technique resistant to variations.
• It is carried out under a purely automatic process.

The Singular Value Decomposition (SVD) is a very effective technique of matrix 
decomposition, and it can be used to solve different types of mathematical problems 
(sets of linear equations, problems of least squares, etc.). We used in the image pro-
cessing. 

The singular value decomposition is defined as: 
Given a non-square matrix A of dimensions n x m and of rank r, there are orthogo-

nal and unitary matrices Unxn and Vmxm, and a positive diagonal matrix Srxr, such that 

TA U V= Σ
where 
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In Matrix Algebra, the matrices U and V represent a simple change of coordinates 
and have a close relationship with the eigenvectors and eigenvalues of AAT and ATA, 
respectively. 
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Matrix A has min (m, n) singular values, denoted by σi, r of which singular values 
are unique and distinct from zero. Normally, the algorithms that calculate the singular 
value decomposition of a matrix offer these in decreasing order according to their 
magnitude: 

1 2 rσ σ σ σ σ≡ ≥ ≥ ≥ ≡  

The structure of the matrix Σ allows the matrix A to be rewritten as: 

1 1 1 2 2 2
T T T

r r rA u v u v u vσ σ σ= ⋅ ⋅ + ⋅ ⋅ + + ⋅ ⋅  

where ui and vi are the i-th columns of the matrices U and V, respectively. The above 
equation illustrates the close relationship between a singular value σi and the corre-
sponding columns of matrices U and V. 

With the singular values, we can also calculate the condition number of a matrix (k 
(A)), which is defined as the ratio between the largest and the smallest singular values: 

( )k A σ
σ

=

and it is an indicator of the bad (or good) conditioning of a matrix. 
The SVD decomposition has excellent numerical properties allowing the reliable 

determination of the rank of a matrix and the calculation of pseudo-inverses. 
The pseudo-inverse A+ of a matrix A, is defined as: 

TA V U+ += Σ

where 
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The singular value decomposition is a mathematical tool widely used in multivari-
able control theory. For example: 

• The SVD decomposition is applied to the frequency response of a system
to obtain information about its gain and the main directions of the system
(Skogestad and Postlethwaite, 1996).
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• In the theory of robust control, SVD decomposition is used to obtain mar-
gins of robustness of multivariable systems against modeling errors
(Maciejowski, 1989).

• It is useful in techniques for reducing the order of linear models (Balanced
realization). Commonly, linear models in space of states obtained from
non-linear models include a large number of states, most of which do not
influence too much the transfer functions of interest. Using the SVD de-
composition, we can identify which states can be eliminated without in-
troducing large errors in the resulting model (Zhou and Doyle, 1998).

• It can be used directly as a decoupler (Steady State Decoupler) in order to
control the process as a set of simple and independent loops, to determine
the best position of the sensors, or to decide which the best manipulated
variables are to control the process (Deshpande, 1989).

5 Principal Component Analysis 

In Engineering, a large number of problems that handle huge amounts of numerical 
data are represented in the form of matrices and their solution is to perform calcula-
tions with these matrices. Because these data contain a large amount of redundant 
information, problems of bad numerical conditioning or collinearity may appear. 
Then, it would be better to be able to separate this redundancy from the data, either 
selecting the key variables or applying methods to reduce the dimensionality of these. 
Other times, the problem is not a “redundancy”, but simply a non-interesting data, 
like in an image of some lungs, where what is wanted to be discerned is if there is 
some type of cancer in some point of those organs. 

The Principal Component Analysis (PCA) has been widely used for this purpose 
and is generally one of the most widespread method for extracting common infor-
mation from large amounts of data (Abdi and Williams, 2009). 

The analysis of main components makes use of the SVD decomposition, and geo-
metrically it can be described as a projection of the original data on a different hyper-
plane, that of the main components. This transformation reveals the relationships 
between the different variables that make up the matrix. Each main component ex-
plains a percentage of the variation of the data, the first being the most important, then 
the second, and so on. 

If these variables are correlated or redundant, there will be rows or columns de-
pendent on each other in such a way that the number of singular values other than 
zero will be equal to the rank of the matrix. Thus, the original data can be represented 
by a small number r of main components and, therefore, it is possible to use only that 
number of components to represent the information. In this way, the PCA technique 
reduces the dimensionality of the original data matrix and, with only a small set of 
components, most of the variability of the data can be expressed (Artoni et al., 2018)). 

The analysis of main components has found application in many disciplines (statis-
tical analysis, data compression, etc.). For example, in process control, the PCA tech-
nique has been widely used for the detection and isolation of perturbations (Ku et al., 
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1995); monitoring based on statistical control (SPC) (Nomikos and MacGregor, 
1995), (MacGregor and Kourti, 1995 ), (Thomas et al., 1996); detection and diagnosis 
of failures (Lewin, 1995), (Haiqing et al., 2000); and modeling and control of multi-
variable processes (Shah et al., 1998), since it allows easily the extension of the prin-
ciples of statistical monitoring of processes to multivariable processes. And in the 
image processing field applied to Medicine (Upadhyaya et al., 2019). 

6 Application to 2D images 

We have used medical images in 2D, which have been associated with the pixels 
that represent different levels of gray color, from white to black (Fig. 2). These values 
can represent bones, cartilages, muscles or other type of tissue, including zones with 
some type of disease. 

Fig. 2. Digitalization of an image: part of the data matrix. 

The images in Figure 3 show the same lungs but with a different resolution, alt-
hough the physical size of the image is the same. That is, using the SVD technique, 
we can go from having a 451x466 pixel image that weighs 37000 bytes to having an 
image of 451x466 pixels that weighs only 18000 bytes, without it being perceptible 
that the resolution of the image has worsened. 

Fig. 3. Original image (left), with 37.953 bytes; and image after selecting the first 40 eigen-
values (right), with a weight of 18.691 bytes 
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The number of eigenvalues calculated from the image was 466 (obviously, due to 
its dimension), but when we represent them graphically, we see that the size of those 
eigenvalues decrease exponentially very fast. In Fig. 4, we show the first 100 eigen-
values, trunked at the beginning for a better representation (notice that the first value 
is 38763 and the 9th value is 53,0513). This graphic can give us an idea of the number 
of eigenvalues that we have to take into account. 

Fig. 4. First 100 eigenvalues 

In the process, we can select a specific area of the image where we suspect that 
something can be (Fig. 5). This focus on a smaller area normally takes time to the 
specialist but save calculation time if the image is very big. 

Fig. 5. Detail of the image of the lungs. 

Principal Component Analysis can be adapted for the multivariate data analysis in 
many ways. PCA provides an approximation of a data matrix, such as an image, con-
sidering it as an A data matrix with dimensions m x n -where the m rows are the cases 
and the n columns, the variables- which is expressed as the product of two matrices F 
and G that best represent their essential patterns. In this way, we can write: 

TA F G E= ⋅ +

where F are the scores (m x q) and G the loadings (n x q), coefficients of the varia-
bles, and where q, the number of Principal Components (q <= min (m, n)). In the PCA 
model, the importance of a variable is indicated by its variance, while the matrix E 
contains the part of the data not explained by the model (normally called residuals). 
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The variance explained by each component is the associated algebraic concept of 
eigenvalue. The assumption in PCA is that the vectors of scores and loadings that 
correspond to the largest eigenvalues contain the most useful information that is relat-
ed to the problem, so their eigenvectors are usually represented in descending order. It 
is the interpretation of eigenvalues, which give “the importance” of the variable, as 
we have shown in the previous paragraphs and figures of the lungs. 

We implemented the algorithm of the Singular Value Decomposition to realize the 
PCA model. We can find the eigenvalues according to the number of the main com-
ponent. Then, we have to choose - or let it be calculated automatically - the number of 
main components, according to the proportion of variance described by each eigen-
value or based on several criteria that exist to make this selection. 

7 Conclusions 

The volume of data at a general level, and in the field of medicine in particular, has 
skyrocketed in recent years. The number of images saved is increasing, and the quali-
ty of them is better, so any method of processing these images is more expensive from 
the point of view of calculation time and calculation method. 

Within the various methods that exist for the treatment of images, in this article we 
have focused on the Singular Value Decomposition together with a later Principal 
Component Analysis (PCA). 

PCA can become another way of handling badly conditioned problems, since it 
produces suboptimal solutions but with small changes in control actions. The analysis 
of the main components, making use of the singular value decomposition can be pre-
sented as a valid method for the processing of images. 
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Abstract. We have developed a novel method for the detection of hygiene-
relevant parameters from grains of cereal crops based on a novel probe handling 
method, intelligent image acquisition and interpretation methods as well as on 
data mining. We present our results that describe the data acquisition, the image 
analysis and interpretation method as well as the reasoning methods that can 
map the automatic acquired parameters of grain to the relevant hygiene parame-
ter´s such as Mycotoxin Concentration. The results show that with the new 
computer science methods such as image processing and data mining it is pos-
sible to come up with new insights into the quality control of food stuff. 
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1 Introduction 

Fungal contamination of cereals is a  serious economic problem throughout the world. 
Several fungi cause a reduction of grain quality, especially changes in color and taste 
[1], [2], and [3]. However, the main risk of fungal damage arises from the production 
of toxic compounds, known as mycotoxins. Mycotoxins can cause serious adverse 
health effects. Toxigenic fungi that produces mycotoxins in grains of cereals or oil 
seeds belong to the genera Aspergillus, Alternaria, Fusarium and Penicillium. The 
control of this problem is therefore of particularly interest in food safety and quality 
control programs. 

The aim of the research is the development of a  probe handling, an automatic im-
age acquisition and image interpretation system for the fast recognition of cereal 
grains damaged by fungi. Thereby a data acquisition unit has been developed that 
allows to take the coverage from the grain and allows to place it under a microscope 
for the acquisition of a  digital image. This image should be used in order to automati-
cally determine the number and the kind of fungi spores contained on the grain. For 
suitable intelligent image analysis and interpretation methods have been developed. 
Based on the enumeration of fungal spore classes we can map this information  to  the 
hygiene-relevant parameters by data mining [5]. The results show that the proposed 
methods based on intelligent image analysis and data mining are very suitable to ca p-
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ture the desired information and allow to recognize formerly unknown information 
that can be helpful to determine the quality of food staff. 

In Section 2 we describe the material used for our work. The probe handling and 
image acquisition is described in Section 3. Section 4 describes the intelligent image 
analysis and interpretation and the results for image interpretation. The mapping of 
image information to hygiene relevant parameter with Data Mining is given in Sec-
tion 5 as well as results. Conclusions are given in Section 6. 

2 Material 

For our work we have been used different quality classes of wheat grains: 

1. visual optical perfect grains from a charge where no fungal grains were in-
cluded,

2. fungal damaged grains, 
3. gall-mosquito damaged grains, and
4. visual optical perfect grains taken from a charge of fungal damaged grains. 

In total we had 10 samples from each class. Thirty single grains were taken from each 
sample for further evaluation. 

3 Probe Handling and Image Acquisition 

The main problem was to make the coverage on the grains visible under the micro-
scope and make it useable for further digital processing. Therefore, we have devel-
oped a procedure for taking the coverage from grains and bring it onto a medium tha t  
can be placed under a microscope. From there can be acquired a digital image with 
the help of a  digital camera connected with the microscope. 

The method of choice was a water-based extraction method. The grains were 
placed into a boil together with stones. This water-filled boil was shacked for 2 
minutes, then the water was filled into a centrifuge and the sediment was put on a 
slide. This slide was placed under the microscope and a digital image was taken. 
There are other methods for extracting the coverage from the grain possible, but this 
should not be the main topic of this paper. The resulting digital images are shown in 
Figure 1a-4a. 

4 Intelligent Image Analysis and Interpretation 

4.1 Image Analysis 

The main aim of the image analysis was to recognize possible fungi spores and pro-
cess them further for further determination of the type of fungi spore. Here we used 
our novel case-based object recognition method [4] developed for recognizing biolog-
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ical objects with high variation. For the architecture of such a system see Figure 5. 
The case-based object recognition method uses cases that generalize the original con-
tour of the objects and matches these cases against the contour of the objects in the 
image. During the match a score is calculated that describes the goodness of the fit 
between the object and the case. Note the result of this process is not the information 
what type of fungi spore is contained in the image. The resulting information tells us 
only if it is highly likely that the considered object is a  fungi spore or not. Further 
evaluation is necessary to determine the kind of fungi spore. The automatically recog-
nized objects are demonstrated in the processed images, see Figure 1b-4b. One of the 
main-problem of such a case-based object recognition method is to fill up the case 
base with a sufficiently large enough number of cases. We used our procedure de-
scribed in [7] for that purpose. For the study we have 10 different cases that allow us 
to demonstrate the applicability of the method. The method has to be adapted to the 
specific image quality to show better results as well as more cases have to be learnt by 
our case acquisition procedure. 
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Fig. 4. Architecture of a Case-Based Object Recognition System 

4.2 Image Interpretation and Results 

After the methods have been recognized potential objects that are highly likely fungi 
spores, we are extracting more features from the objects that distinguishes the object 
from background and different fungi spores. Of course, one features is already the 
shape information used in the matching process but that is not enough for more de-
tailed recognition. The features that we are calculating for this kind of objects is the 
inner structure, texture and gray level information based on our novel Random Set 
texture descriptor [8]. Based on this feature set we can construct the classifier. We use 
decision tree induction [5] based on our tool Decision Master [6]. This gives us a 
good classifier. 

As the result we get the information about the kind of fungi spores contained in the 
image and the number of fungi spores versa the kind of fungi spores. The error rate 
was 82% by test and train [5]. 

5 Mapping of Image Information to Hygiene Relevant 
Parameter (HRP) with Data Mining 

5.1 Determination of the Relationship of the Parameters to HRP with 
Standard Immunological Tests 

Now we are mapping the outcome of the automatic system (number of fungi spores 
and other objects) to the hygiene-relevant parameter. The kind and the number of 
fungi spores was determined manually to get a  true class label for each object. We 
want to figure out if the proposed methods can bring out information about hygiene-
relevant parameters and besides that new information that can be used to control the 
quality of food stuff. From the 4x10 different samples were created a data base where 
the columns of each entry shows the class, that is the optical visual inspection label, 
the number of Fusarium spores, the number of Alternaria/Ulocladium, the number of 
Aspergillus/Penicillium, the number of Cladosporium, the number of fungi spores 
with unknown classification and the total number of fungi spores. Besides that, for 
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each charge was determined the Don value based on ELISA test. In addition to the 
enumeration of fungal spores the concentration of a  main mycotoxin of the genus 
Fusarium deoxynivalenol (DON) was determined. by a commercial enzyme immuno-
assay screening.  

Table 1-4 show that there is a  significant difference in the number and the kind of 
fungi spores for the different charges. Figure 6 shows that DON value corresponds to 
the visual determined class labels. Grain with a low number of Fusarium spores have 
low DON values and grain charges with high number of Fusariam spores have high 
DON values. 
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Fig. 6. Don Value to Number of Fusarium Spores 

Decision tree induction [5] with Decision Master [6] on an entropy-based criterion 
was performed in order to find out the relation between the coverage of fungi spores 
and the class label (mycotoxin value).  

5.2 Result of the Mapping of Image Outcome to Hygiene Relevant 
Parameter´s 

The induction experiment shows that there is a  relation between the number of 
Cladosporium spores and Fusarium spores respective the class, see Figure 7. It says 
that grain charges with a high number of Cladosporium spores will have a low num-
ber of Fusarium spores. That means these charges are either perfect charges or gall-
mosquitoes damaged charges. Whereas charges with low Cladosporium spores can be 
either charges with a high number of Fusarium spores or a  low number of Fusarium 
spores. Note that charge “einwandfrei 2” (visual perfect grains) has been taken out 
from a sample with Fusarium damaged grains. It seems that the number of 
Cladosporium spores indicates this fact. The number of Alternaria and Aspergillus 
spores did not have a significant influence in this experiment. 
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Fig. 7.  Decision Tree for the Determination of Grain Quality based on Number and Type of 
Fusarium Spores 

6 Conclusions 

We have presented our results on our case study for the detection of hygiene-relevant 
parameters from cereal grains based on intelligent image acquisition and interpreta-
tion methods as well as data mining method. It is a  joint work between computer sci-
entist, food experts and microbiologists. We have shown that probe handling and data 
acquisition is an important task. The image acquisition method we have demonstrated 
in this paper works well and can be fully automated. It can also be constructed in such  
a way that the coverage from each single grain can be taken off and evaluated  ba sed  
on the intelligent image interpretation and data mining methods. The image analysis 
on case-based object recognition works well for this task but has to be tuned, so that a  
better object recognition rate can be achieved. From each single object can be extract-
ed image features such as the shape and texture description. These features can be 
used for classification. It is preferable to construct the classifier based on decision tree 
induction methods. Once the type and number of fungi spores has been determined 
this information can be set into relation with the hygiene-relevant parameters. We 
have shown that the number of Fusarium spores correlate with the DON levels which 
is a  value used for the determination of the mycotoxin concentration. However, when  
considering this experiment as a data mining experiment and applying decision tree 
induction to the created data base some other important information can be extra cted  
which are more or less hidden before.  
The aim of our work was to come up with a new measurement method for the deter-
mination of hygiene-relevant parameter´s on grains. Besides that, we like to discover 
formerly unknown relations or information based on the material in the coverage of 
the grain such as different types of fungi spores. 
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Abstract. It is an NP-hard problem for prediction of RNA folding structure in-
cluding pseudoknots, biostatistics is one method of biological data mining, the 
computing algorithm of RNA structure data is the important in biology. we in-
vestigate the RNA pseudoknotted structure based on characteristics of the RNA 
folding structure , the paper first introduce the Basin Hopping Graph(BHG) as a 
novel model of RNA folding landscape. Our paper gives the computing algo-
rithm of barrier tree based on the BHG, the experimental results in Rfam13.0 
and PseudoBase indicate that the algorithm is more effective. We have im-
proved several types of pseudoknots in RNA folding structure, and analyze 
their possible transitions between types of  pseudoknots. 

Keywords: RNA Folding Structures; Pseudoknots; Algorithm; Basin Hopping 
Graph 

1       Introduction 

Basin Hopping Graph (BHG) is a novel model of RNA folding structures, computing 
algorithm of RNA folding structure is the important in biological data mining based 
on BHG. Biostatistics is one method of data mining, RNA folding is a complicated 
kinetic process. 

Computing algorithm of RNA Structure is the important in biological data min-
ing,biostatistics is one method of data mining.RNA folding is a complicated kinetic 
process. RNAs are three-dimensional molecules in biological system, which perform 
a wide range of function. RNA is a key component of moleculars in biological pro-
cesses. The force of RNA molecules is the set of base pairs, RNA molecules can fold 
into a three-dimensional structure by forming base pairs of A- U,C-G match,and G-U 
mismatch, a pseudoknot is two overlapping base pairs, pseudoknots are pairs are 
known to exist in RNAs[1]. RNA secondary structures prediction is the first step to 
predict RNA tertiary structures in RNA sequence, RNA tertiary structures is more 
stable structures, some  RNA  folding structures are legal. It is very difficult to com-
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pute large RNA molecules including pseudoknots. It is NP-hard problem to find an 
optimal RNA structures. Nussinov had studied the case, where the energy function is 
minimized when the number of base pairs is maximized, he had designed an  algo-
rithm of O(n3)  time complexity to predicting RNA secondary structures[2], Nussinov 
algorithm can not  predict RNA structures with pseudoknots. Algebraic dynamic 
programming algorithm was proposed by Jens and Robert, it was used to find RNA 
pseudoknotted structure with simple planar pseudoknots[3], the algorithm takes O(n2) 
space complexity and O(n4) time complexity. The algorithm of finding optimal RNA 
foldings structure had been firstly known by Michael Zuker[4], Rivas and Eddy had 
presented Pknots algorithm for predicting RNA pseudoknotted structures based on 
MFE[5], which time complexity and space comlexity are O(n6) and O(n4). The pre-
dicting problem of RNA secondary structure including pseudoknots is also NP-
complete[6], maximizing the number of stacking pairs allowing pseudoknots in a 
planar secondary structure makes it NP-hard[7], many researchers seek for approxi-
mation algorithms for NP-hard problems. In some mimic RNA structures, pseu-
doknots are apparently existing[8].The heuristic algorithm for finding RNA structures 
with pseudoknots has been presented by Ren[9]. Several publications indicates the 
problem of finding the optimum structure including arbitrary pseudoknots is also NP-
hard[10]. People can find the more stable structure including arbitrary pseudoknots if 
RNA secondary structure is modelled by maximum weighted matching[11]. Some 
sparse-related techniques have also been applied to RNA folding structures[12-14]. 

Basin Hopping Graph (BHG) is a novel model of RNA folding structures. Each 
vertex of the Basin Hopping Graph  is a local minimum, which represents the corre-
sponding basin in the structure. Its edges connect basins when the direct transitions 
between them are ‘energetically favorable’. Edge weights endcode the corresponding 
saddle heights and thus measure the difficulties of these favorable transitions. BHG 
can be approximated accurately and efficiently for RNA molecules well in the length 
range accessible 

The barrier tree has two disadvantages: (i) It neglects much of the geometric in-
formation of the RNA folding structure because the neighborhood relation between 
basins is ignored  (ii) It is high computational cost makes it unfeasible in for RNA 
molecules with a more base pairs in length. The BHG can  overcome these shortcom-
ings to incorporate additional information of neighborhood.  

2       Model of RNA Folding Structures 

2.1     Terminology 

1. RNA Secondary Structure S: Let S be a set of base pairs such as si.sj is a base
pair, base si or sj ∈{A,C,G,U}, 1≤i≤n. 

2. BHG:Basin Hopping Graph, is a novel model of RNA folding structures.
3. MFE: Minimum Free Energy
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4. Stem: the RNA structure closed by base pairs (i, j) and  (k, l) ∈S, and (i, j), (i+1,
j-1), ..., (k, l) are base pairs, i<k<l<j.

5. Pseudoknot: if si.sj and si'.sj'∈S,i<i'<j<j',or i'< i<j'<j, then the RNA base
sequence si…si'…sj sj' composes a pseudoknot.

6.K-Stacking Pairs: In the RNA secondary structure, we  use (si,si+1,…, si+k;sj-k,…,sj-

1, sj) to describe k consecutive stacking pairs (si, sj), (si+1, sj-1); (si+1, sj-1);(si+2, sj-2

); …… ; (si+k-1 ,sj-k+1 ), (si+k ,sj-k). 
7. Let S=s1s2…sn, sij=si…sj .

3      Predicting Algorithm of RNA Folding Structure 

RNA sequence was generated with bases A, C, G, U, it is important for RNA experi-
ments in RNA structure prediction using energy parameters [15,16,17]. We randomly 
selected the RNA sub-sequences in the Rfam13 and PseudoBase to compute experi-
ments[18,19]. The  algorithm can compute RNA nested structure and pseudoknotted 
structure in RNA sequences. Many experiments in RNA pseudoknotted structures 
indicated that the algorithm has better predicting accuracy averagely. The algorithm 
can predict more than 4100 bases of RNA sequences. We have designed effective 
ways to improve the prediction accuracy for long sequences. 

   Four experiments in family of PseudoBase can be computed less than 15 seconds 
with quad-core CPU and 32G memory. The experiments show that accuracy of exper-
iments is valuable, the predicting accuracy outperforms existing algorithms, such as 
PKNOTS algorithm, MWM algorithm, and ILM algorithm etc[20]. Evolutionary 
algorithm provide a kind of important method in the RNA structure prediction[21],the 
structural alignment of RNA is proved to be a useful computational technique for 
identifying ncRNA[22,23], the efficiency of our algorithm is faster than the other 
related algorithms in the RNA folding structures and target structures[21,22,23]. 

4       The Model of BHG in RNA Folding Structures 

Lemma 1.  If x,y are two local energy minima of RNAfolding structures, there exits a 
zig-zag path connencting x and y.   

Given RNA sequence S, its energy structure L is connected. (see  Fig. 1). 
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Fig. 1.   the path of construction in RNA folding structure  

For any substructures  given from secondary structures S1 and S2, S1∈S,S2∈S, 
there exists a path between S1 and S2, for any two local energy minimum 
m1∈S1,m2∈S2, then there exists a zig-zag path,which connecting m1 and m2.  

We can define the path as follow: path P=(v1,v2,v3,…,vk )∈L , L is the RNA energy 
structure. If vi< vi+1=…= vn-1>vn , then for any structures vi+1=…= vn-1 are called peak 
points. If vi> vi+1=…= vn-1<vn ,then for any structures vi+1=…= vn-1 are called valley 
points. If a path P fulfills three conditions:(1) max f(vk)=S(x,y); (2) if vi< vi+1=…= vn-

1>vn ,then each vm with  i+1≤m≤n-1 is a direct saddle separating the nearest valley
points that the path P passed before and after vm; (3)if vi> vi+1=…= vn-1<vn ,then each
vm with  i+1≤m≤n-1, there is a minimal shelf L. we declare the path P is a zig-zag
path. P can  be called  Basin Hopping Graph, then Basin Hopping Graph is connected
.

RNA structures with pseudoknots can be generalized by the Basin Hopping Graph. 
We can create  sets for implement the gradient walk of RNA structural class with 
pseudoknots, it comprises 5 types of pseudoknots as follows, Type S, Type H, Type K 
, Type L Type M. cf.  (see Fig. 2). Type S refers to structures without pseudoknots 

Fig. 2.    types of RNA structural class 
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5      The Computing Algorithm of Barrier Tree Based on the BHG 

     Lemma 2. The barrier tree Tb(Vb, Eb,ωb) of the RNA folding structure(X,f) is 
the tree Ta(Va, Ea,ωa) computed by cluster from the complete graph G(V, E,ω). 

     Vertex sets Va , Vb  and V were including the local minima of the RNA folding 
structure. Edges sets Ea ,Eb and E  weight were including ω({x,y}=S(x,y) for all 
{x,y}∈E. S(x,y) is the saddle height between any two vertices x∈Va and y∈Vb. 

________________________________________________ 
  Algorithm Btree T(V, E,ω) 
1: M←{(x)∣x∈V } 
2: Vb←{ (x)∣x∈M } and Eb← Ø 
3: for all (x)∈Vb do 
4: ωb←f(x) 
5: for all (x),(y)∈M×M  do 
6:Wx,y←ωx,y  if (x,y) ∈E  and  Wx,y←∞  if (x,y)   E 
7: while ∣M∣＞1 do 
8: Search pair of clusters {(u,v)},Wu,v=min{Wx,y, (x,y) ∈C(M,2)} 
9: for all (x)∈M- {(u),(v) } do 
10: Wu,x= min{ Wu,x, Wv,x} 
11: create new Tb-vertex(u,v) ←{u}∪ {v} with 
ωb(u,v) ←Wu,v 
13: Vb←Vb∪{u,v} 
14: Eb←Eb∪{(u,v), (u)} ∪{(u,v), (v)} 
15: M ←M-{(v)} 
16:End while  
________________________________________________ 
The barrier tree Tb can be interpreted into a vertex weighted tree Tb-vertex  with 

the local minima as their leaves. Internal nodes indicate the merging of BHG sur-
rounding two local minima of  saddle height. In the step of algorithm Btree, the pairs 
of clusters are merged which are connected by weight of the smallest edge. Weights 
of edge are updated to the minimum  of the edge weights of the merged clusters in all 
vertices of separate clusters {(u,v)}. The single linkage clustering implicitly defines a 
binary tree T, each internal node(u,v)=(u)∪(u) is corresponding to the merging of the 
clusterings (u) (u), which has the minimuim weight Wu,v. 

The graph B analysed by the algorithm of Btree T and obtain a binary ,vertex-
weighted tree,  its time complexity is O(V3).  

The algorithm of Btree T has improved in time complexity and space complexity 
than the other  barrier tree Tb(Vb, Eb,ωb) of the RNA folding structure(X,f) . 

Lemma 3. Let BG(VG,EG,ωG) be the Basin Hopping Graph of the RNA folding 
structure(X, f), VG denoting the sets of local minima in (X, f), then for all 
{x,y}∈C(VG,2), S(x,y)=minmaxωG({u,v}). 

Lemma 4. The barrier tree Tb(Vb, Eb,ωb) of the RNA folding structure(X,f) is the 
tree Tc(Vc, Ec,ωc) computed by single linkage cluster from the BHG G(V, E,ω). 

 A Gfold software can implement Boltzmann sampling provided by Reidys.  RNA 
folding structures can be drew by the tool VARNA. the RNA topological  structures 
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can  be computed. we can study the differences in predicting RNA folding behaviour, 
and it can be generalized the RNA pseudoknotted framework based on BHG. 

There are some examples in possible transitions between types of  pseudoknots for 
RNAfolding strutures in real life. 

Removing base pairs is relatively simple since they will never result in an invalid 
RNA structure, the general case involving five types of pseudoknots is rather in-
volved, even with the restriction to RNA folding structures, with at most one pseu-
doknot.  See  Table  1. 

Table 1. Possible transitions between types of pseudoknots upon removing a single base pair 
Removing M           L            K           H         S 

M 1     1    1    0   0 
L 0     1    0    1  0 
K 0     0    1    1  1 
H 0     0    0    1  1 
S 0     0    0    0  1 

. 
Adding base pairs is also simple since they will never result in an invalid structure, 

the general case is  five types of pseudoknots. See Table  2 

Table 2.  Possible transitions between types of  pseudoknots upon adding a single base pair 
     adding 

Adding M       L    K   H    S 
M 1     0    0    0  0 
L 1     1    0    0  0 
K 1     0    1    0  0 
H 0     1    1    1  1 
S 0     0    1    1  1 
The paper presents an exbmple named PKB92 of  tobacco mild green mosaic virus, 

we investigate 27 bases with  pseudoknots named PK1. Its RNA structure can be cor-
rectly predicted by the energy of -4.3 kcal/mol by gfold. 

(see Fig. 3). 
. (  (  (  (  ( . [  [  [  [  [  )  )  )  )  ).... ]  ]  ]  ]  ] . 

Fig. 3 
The next pseudoknot-free minimum free energy, 
RNA secondary is with an energy of 3.9 kcal/mol.  
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(see Fig. 4)..  
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                       Fig.4. 
It is difficulty that how to determine which base pairs can be added without chang-

ing the class of the RNA  structure, and compute the changing result in energy with-
out reevaluating the RNA folding structure. We restrict the subset of RNA structures 
with H-type pseudoknots in  restricted class.  

  (A) 

 
                                 Fig. 5. 
An H-type pseudoknots divide the RNA sequence into five regions: two external 

regions (blue) and three internal regions (green); There are two basic ways to add 
base pairs.  (see Fig. 5). 

(B)   

 
 Fig. 6. 

Adding a base pair crossing a stack results in an H-type Pseudoknot in RNA se-
quences. (see Fig. 6). 

(C) 

 
                                   Fig. 7. 
Add a base pair which involves two green regions to the existing stacks. 
(see Fig. 7). 
 
(D) 
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 Fig. 8. 

Add a base pair which involves nucleotides exactly in one green region without 
crossing with other existing base pairs. (see Fig. 8). 

(E) 

  Fig. 9. 

 Add a base pair which involves two blue regions without crossing other existing 
base pairs. (see Fig. 9). 

      According to the principle of the BHG and MFE, the paper provides a path-
searching algorithm to connect the graph LM. We investigate the low energy part of 
the BHG for PKB92 sequence, the  PKB92 is more likely to fold the most stable sec-
ondary structure, and refold to form the pseudoknots.  

6       Conclusion and Future Work 

The paper has presented an efficient algorithm for predicting RNA structure with 
pseudoknots, the predicting accuracy, the time complexity and space complexity out-
perform existing algorithms, such as MWM algorithm, PKNOTS algorithm and ILM 
algorithm, Our paper has improved several types of pseudoknots considered in RNA 
folding structure, and analyze their possible transitions between types of  pseu-
doknots, we also presented the computing algorithm of barrier tree based on the BHG.  

It is a also efficient  computational method for characterizing the RNA folding 
structure based on basin hopping graph[24]. The RNA adopts an unexpected tandem 
three-way junction RNA structure, and unspliced dimeric genomes selected by the 
RNA conformer may direct packaging[25]. 

Given an underlying model of gene expression, BayFish uses a Monte Carlo meth-
od to estimate the Bayesian posterior probability of the model parameters in smFISH 
data of single-molecule RNA, RNA Sequencing Reveals and RNA Polymerization in 
tRNA Fidelity and Repair also are important for RNA structure prediction [26,27]. 

In the future, we should improve predicting accuracy of the algorithm of RNA 
folding structures with pseudoknots, and improve the computing algorithm of barrier 
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tree based on the BHG. We should also improve Monte Carlo method to estimate the 
Bayesian probability of the model parameters in smFISH data of single-molecule 
RNA in single cells. We also focus on the RNA Sequencing Reveals and their applca-
tion. 
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Abstract. Neural Networks, as one of the powerful tool in medical im-
ages segmentation, has received considerable attention. While in real
scenarios, the amount of label data produced by physicians is limited.
To alleviate this problem, we propose a shape context-assisted neural
network (SNN), which is consisted of a single-slice segmentation predi-
cation model and a context-shape predication model. First, the middle
slices is focused by the network so that the adjacent slices of them will be
constrained. Next, the training data of middle slices are used to obtain
a prediction model by the strategy of expanding and dropout. Finally,
the context-shape prediction model is constructed based on a network
architecture of cyclic multiple input so that the shape constraint among
consecutive slices can be achieved. The results indicate that our proposed
method outperforms not only the traditional 2D-based network signifi-
cantly but also the 3D-based network slightly in the situation of small
samples.

Keywords: Liver segmentation · Context shape constraints · Neural
network.

1 Introduction and Related Work

Automatic liver segmentation from computed tomography (CT) images is essen-
tial to various medical procedures, such as diagnosis, treatment planning, and
image-guided surgery. However, the segmentation of liver is still a challenge task
because of three factors, such as low intensity contrast between liver and oth-
er neighboring organs, large anatomical variation in both shape and size, and
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ing(2017SDSJ02) and Chongqing research and innovation project of graduate stu-
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the presence of noise [15]. Building a robust system that overcomes the above
difficulties is still an open problem.

Recently, full convolutional neural networks (FCNs) have shown obvious ad-
vantage on a range of recognition problem [8]. Inspired by this, many researchers
have made effort to segment liver and tumor by using deep learning methods. For
example, Sun et al.[13] designed a multi-channel FCN to segment liver tumors
from CT images, in which the probability map was generated by features fusion
from multiple channels. It can learn the unique information of the pathological
features from contrast-enhanced data and improve the segmentation accuracy.
It is well known that the connection between the upper and lower slices is crit-
ical for liver segmentation due to the importance of spatial information. The
information along the z-axis should be considered carefully like radiologist. Pra-
soon et al.[1] applied three 2D FCNs on orthogonal planes (e.g., the xy, yz, and
xz planes), so the voxel prediction results will be generated by the average of
these probabilities. The method utilizes spatial shape information of 3D data
by segmenting 2D slices of different planes. Besides, Milletari et al [9] proposed
a localization and segmentation method from a CT volume utilizing 3D FCN
features for localization. Compared to 2D based methods [3, 2], the depths of
network as well as filter’s field of view have been limited because of high com-
putational cost and GPU memory consumption from 3D-based methods [6, 11].
Unfortunately, they are essential factors to the performance of segmentation.

In this paper, we propose a novel cascaded network, called shape context-
assisted neural network (SNN), where intra-slice features and 3D contexts are
effectively probed and jointly optimized for accurate liver segmentation. The
network contains two models, a single-slice model and a context-shape model.
The core of our network for liver segmentation is to combine the advantage of
segmentation network with a context-shape prediction network to attain the
coherence information. Experimental results demonstrate that the SSN model
outperforms the state-of-the-art methods on the 3Dircadb and LiTs database. In
addition, it is significant benefit for the flexibility of context-shape to integrate
into any segmentation network.

2 Method

Our pipeline is illustrated in Figure 1, which is consisted of the single-slice model
and context-shape model. In single-slice stage, the coarse segmentation of liver
can be attained by training the middle slice of a CT volume. Next, the context-
shape model will be proposed to probe intra-slice and inter-slice features through
shape constraint loss and pixel-wise loss. In fact, we adopt a cascaded learning
strategy, so that the slices of different liver region can be segmented through a
coarse-to-fine manner.

2.1 Network architecture

The single-slice model and the context-shape model are both based on U-net[10],
which is an architecture for cell image segmentation. In our network, since the

42



 !"#$%&'

 !""#$%&#!'$

()%*+#, $%

()*&+!%,*+

()!!"(+,)*

&,*-."#&.,("/$)0".

()*+"1+#&2%3"/$)0".

Fig. 1. The illustration of the proposed network architecture.

network structure of the first half of U-net is same as that of the first ten layers
of VGG16 [12], so we have replaced it. The weight of VGG16 pre-training model
can be loaded for initialization, so the weights only need to be fine-tuned during
training. It can reduce the disturb because of the number of training samples on
the model.

More details are described as follows. Single-slice model only trains and pre-
dicts the slice of the intermediate sequence including the large liver region.
The context-shape model continuously trains and predicts the slice of the non-
intermediate sequence. Assuming that the number of slices containing liver in ith

CT data is Ni, i = 1, 2, · · · , n, and the number of the middle slice is Ni/2. Here,
we set it to pi, i = 1, 2, · · · , n, and pi ∈ P . In order to achieve higher segmen-
tation accuracy with fewer samples, the data P is expanded to P ′. Meanwhile,
the dropout idea [5] is employed to prevent over-fitting. Some slices in P ′ are
discarded based on a certain ratio.

In the training stage, three parts are used to train the context-shape model.
They are the original slice of pi, its groundtruth, and the groundtruth of slice
pi±1 respectively. The loss function is defined as the loss of two parts: the original
slice with groundtruth, and the shape constraint with groundtruth. As a result,
the correlation between adjacent slice and current slice have been trained.

2.2 Loss object

The input images and their corresponding segmentation maps are used to train
the network with the stochastic gradient descent implementation of Keras. The
energy function is computed by a pixel-wise soft-max combined with the cross
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entropy loss function. The soft-max is defined as

ai =
ezi

∑K

k ezk
(1)

where zi denotes the activation in feature channel i, and ai is the approximated
maximum-function. ai ≈ 1 for the i that has the maximum activation zi and
ai ≈ 0 for all other i.

C = −

∑

i

yi ln ai (2)

where yi is the true label of each pixel and ai is a weight map.

In context-shape model, there are shape constraints. So, the loss function can
be defined by

C = −

∑

i

yi ln ai − λ
∑

i

ŷi ln ai (3)

where yi is the true label of each pixel, ai is a weight map and ŷi is the shape
constraint, which means the pre-mask input. λ is a number between 0 and 1,
which balances the weight of shape constraints in the segmentation process. Gen-
erally, as λ increases, shape constraint of adjacent slices has a greater influence
on the segmentation result, and its spatial constraint becomes stronger. We set
up experiments to determine the value of the weight. It should be noticed that
shape constraint is idea when weight has reached 0.3. Notably, loss function can
be solved by the following formula.

∂C

∂zi
=

∑

j

(

∂Cj

∂aj

∂aj
∂zi

)

= ai
∑

i

(yj + λŷj)− yi − λŷi (4)

2.3 Data Preprocessing

Data augmentation is essential for the network to attain the properties of invari-
ance and robustness because the number of training samples is always shortage
in medical image segmentation. Therefore, we proposed to augment the slices
with large liver region, which can improve the robustness of the model for shift,
rotation invariance, elastic deformations, and gray value variations. In detail,
we have built a three-channel images. The first two channels both are the o-
riginal slices and the other is the corresponding groundtruth. Samples can be
obtained by warping, rotating, translation, shearing, and scaling. Furthermore,
the correspondence between the original slice and ground truth can be guaran-
teed. However, the main limitation of augmented slices is tendency to attain a
single shape. Next, in order to get the compact data, a big data dropout strat-
egy (BDD) [7] is introduced in multi-data images.The pipeline is illustrated in
Figure 2.
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Fig. 2. The illustration of Data Preprocessing.

3 Results

3.1 Effectiveness of SNN

Regarding the performance of images form 3Dircadb dataset, we first verified the
effectiveness of a single-slice model, as we observed in Figure 3. The data in the
first and second rows are selected from two random CT volumes in 3Dircadbs
database. The red curve and green curve denote the groundtruth and the seg-
mentation result, respectively. When the red line coincides with the green line,
only the green line is shown, indicating the best segmentation result. Figure 3
shows 4 columns that demonstrate the segmentation results by training original
middle slices, augmented slices, augmented slices with BBD and the correction
of 3(c), respectively. Furthermore, the superiority of the proposed method can be
found by each of tested steps respectively. Compared with 3(a), the segmentation
accuracy of 3(b) is improved sharply, which shows the importance of utilizing
the augmented strategy. From Figure 3, it is clearly that the segmentation result
is further improved by BDD strategy. Finally, the test result of 3(d) demonstrate
that the context segmentation model can contribute to help the network achieve
the promising result.

3.2 Quantitative results and comparisons

Evaluation metrics In order to more easily emphasize advantages and disad-
vantages of the proposed method, five different error measures have been used
to measure the volumetric overlap or surface distances of the segmentation re-
sults(A) as compared to the ground truth(B)[14]. Among them, Overlap Error
(VOE) measures the percentage of all the number of overlapping voxels in A and
B, where 0 means perfect results. Relative Volume Difference (VD) measures the
relative volume difference between A and B, which can determine the severity
of over-segmentation (V D > 0) and under-segmentation (V D < 0). Average
Symmetric Surface Distance (AvgD) is used to measure the sum of the shortest
surface distances between A and B. The more similar the segmentation results
are, the smaller value have. Maximum Symmetric Surface Distance (MaxD) can
determine the maximum surface distance between A and B, which is sensitive
to the abnormal segmentation results. Dice Score (DICE) is a statistic used to
gauge the similarity of A and B, where 1 means the perfect segmentation. The
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Fig. 3. The illustration of single-slice model with different training data.

Jaccard similarity coefficient(Jaccard) is used to compare similarities and dif-
ferences between A and B. The larger Jaccard coefficient value have, the higher
similarity of samples are.
Comparison in 3Dircadb database To validate the effectiveness of the small
sample, we compare the segmentation result of FCN and U-net. In detail, the
training data have included only 16 CT volumes of 3Dircadb database, and the
remaining 4 CT volumes are used to test. As illustrated in Table 1, five evalua-
tion of FCN and U-net are all relatively poor than ours. In detail, it is because
the spatial continuity between different slices A and B have absent. Besides,
U-net has serious over-segmentation and FCN exists under-segmentation, which
are all related to the small number of training samples. In fact, the superiority of
ours resulted from the fact that the large variation of liver region can be avoid-
ed. It is because that slices including either larger liver region or smaller liver
region have been trained and segmented separately. In addition, the correction
of the context-shape model for integration into middle slices segment results is
a significant benefit.

Table 1. Compared with FCN and U-net in 3Dircadb.

methods VOE VD AvgD MaxD Dice Jaccard

FCN 13.78 ± 7.2 -10.89 ± 5.8 3.42±1.4 64.81±22.7 83.26±7.2 75.85± 8.5
U-net 39 ± 9.2 87± 42.5 19.4±12.3 119 ± 67.7 72.9 ± 12.9 68.98±7.3
Ours 6.23 ± 2.3 0.9± 3.1 1.3 ± 0.6 24.3± 8.0 95.9± 2.2 92.53 ± 2.9

Comparison in LiTs databaseWe have also validated the proposed method
on LiTs database by randomly selecting 80 volumes for training and 20 vol-

46



umes for testing. Table 2 shows the mean quantitative comparative results of
3D-unet[4], V-net and ours. Compared with 3D-unet and V-net, the proposed
method is only slightly inferior to the evaluation of AvgD, while the other four
assessment indicators are better. Since 3D-based method considers spatial co-
herence completely, 3D-unet and V-net methods have a dice score higher than
90. Nevertheless, the dice score of the proposed method, aiming at small sample
set, is slightly improved by training 70 sets. It can be seen that the proposed
method are not inferior to 3D-unet and V-net through increasing contextual
shape correlation.

Table 2. Compared with 3D-unet and V-net in LiTs.

methods VOE VD AvgD MaxD Dice

3D-unet 11.44± 4.73 2.25±3.67 1.9±1.93 33.06±8.77 92.1±3.9
Vnet 9.27±1.88 1.57±2.81 1.4±0.63 24.55±4.21 95.12±1.91
Ours 7.89±1.52 1.1±2.43 1.5±0.5 23.21±4.73 96.5±1.95

4 Conclusions

In this work, we have proposed an algorithm to segment liver in 2D slices using
two cascaded segmentation networks. The network makes full use of the spatial
coherence of the adjacent slice, which can improve the accuracy of liver segmen-
tation. Compared with traditional 2D-based network, the segmentation accuracy
is greatly improved in the situation of small sample set. Compared with 3D-based
network in the situation of large sample set, the proposed method showed higher
dice coefficients than others again.

Although encouraging results have bee achieved, the accuracy of segmenta-
tion still needs to be further improved(see Table 1 and Table 2). Furthermore,
it is important to take into account data diversity. Therefore, augmenting data
using artificial multi-modal, extracting different modal features and exploring
their contribution for the accuracy of liver segmentation are all essential for our
future work.
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