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Abstract. An expert is able to tell the system developemany image-related
tasks how a prototypical image should look likeudly he will choose several
prototypes for one class but he cannot provideaa gmd large enough sample
set for the class to train a classifier. Therefar@mapped his technical procedure
into a technical system based on proper theoretigdhods that assist him in
acquiring the knowledge about his application amthirmore in developing a
classifier for his task. This system helps himedarh about the clusters and the
borderlines of the clusters even when the dataremgnoisy as it is for micro-
scopic cell images in drug discovery where it islaar if the drug will bring the
expected result on the cell parts.

We describe in this paper the necessary functigmetatype-based classifier
should have. We also use the experts estimatedasiyias new knowledge
piece and based on that we optimize the similafitye test of the system was on
a new application on microscopic cell image analyghe study of the internal
mitochondrial movement of cells. The aim was tadigr the different dynamic
signatures of mitochondrial movement. Three resflthis movement were ex-
pected: tubular, round, and death cell. Based omesults we can show the suc-
cess of the developed method.

Keywords: Internal Mitochondrial Movement, Cell Biology, Similty Meas-
ure, Case-Based Reasoning, Prototype-Based ClassificKiimwledge Acqui-
sition, Feature Subset Selection, Prototype SelecAdjustment Theory
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1 Introduction

Prototypical classifiers have been successfullylist for medical applications by
Schmidt and Gierl [1], Perner [2] for image intexfation and by Nilsson and Funk [3]
on time-series data. The simple nearest-neighbproagph [4] as well as hierarchical
indexing and retrieval methods [5] have been adpbehe problem. It has been shown
that an initial reasoning system could be builbaged on prototypical cases. The sys-
tems are useful in practice and can acquire newscis further reasoning [5] during
utilization of the system. Prototypical images agood starting point for the develop-
ment of an automated image classifier [6]. ThisWdealge is often collected by human
experts in image catalogues. We describe basedaskdor the study of the internal
mitochondrial movement of cells [7] how such a sifisr in combination with image
analysis can be used for incremental knowledgeisitipin and automatic classifica-
tion. The work enhances our previous work on pygetbased classifier [2] by intro-
ducing the experts estimated similarity as new Kadge piece and a new function that
adjusts this similarity and the automatically céd¢ed similarity by the system in order
to improve the system accuracy. The test of theesyss done on a new application on
cell image analysis- the study of the internal fitandrial movement of cells.

The classifier is set up based on prototypical @gfiearances in the image such as
for e.g. ,healthy cell”, ,cell dead”, and ,cell itnansition stage“. For these prototypes
are calculated image features based on randorhesmtytthat describes the texture on
the cells. The prototype is represented then bietieire-value pair and the class label.
These settings are taken as initial classifieirggttin order to acquire the knowledge
about the dynamic signatures.

The importance of the features and the featureiM®igre learned by the protoclass-
based classifier [2]. After the classifier is sptaach new cell is then compared by the
protoclass-based classifier and the similarityhto firototypes is calculated. If the sim-
ilarity is high the new cell gets the label of mtotype. If the similarity to the proto-
types is too low then there is evidence that tHeigen transition stage and a new
prototype has been found. With this procedure welearn the dynamic signature of
the mitochondrial movement.

In Section 2 we present the methods for our prpmiyased classifier. The material
is described in Section 3 for the internal mitoathgad movement of cells. In Section 4
is presented the methodology for the knowledge iaitqpn based on a prototype-based
classification. Results are given in Section 5 findlly in Section 6 conclusions are
presented.

2 ProtoClass Classifiers

A prototype-based classifier classifies a new saraptording to the prototypes in data
base and selects the most similar prototype asibafghe classifier. A proper similar-

ity measure is necessary to perform this taskrbortast applications there is no a-priori
knowledge available that suggests the right siitylaneasure. The method of choice
to select the proper similarity measure is theeetorapply a subset of the numerous
similarity measures known from statistics to theljpem and to select the one that per-
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forms best according to a quality measure sucfoaexample, the classification accu-
racy. The other choice is to automatically builé gimilarity metric by learning the
right features and feature weights. The later oaemose as one option to improve the
performance of our classifier.

When people collect prototypes to construct a @atas a prototype-based classi-
fier it is useful to check if these prototypes go®d prototypes. Therefore a function is
needed to perform prototype selection and to rethee@umber of prototypes used for
classification. This results in better generalmatand a more noise tolerant classifier.
If an expert selects the prototypes, this can tasubias and possible duplicates of
prototypes causing inefficiencies. Therefore a finmcto assess a collection of proto-
types and identify redundancy is useful.

Finally, an important variable in a prototype-bastaksifier is the value used to
determine the number of closest cases and thediass label.

Consequently, the design-options the classifiertbasprove its performance are
prototype selection, feature-subset selectionufeateight learning and the ‘k’ value
of the closest cases (see Figure 1).

We assume that the classifier can start in thetwaise with only one prototype per
class. By applying the classifier to new samplesdisstem collects new prototypes.
During the lifetime of the system it will chance fprierformance from an oracle-based
classifier, which will classify the samples roughijo the expected classes, to a system
with high performance in terms of accuracy.

In order to achieve this goal we need methods ¢hatwork on low number of
prototypes and on large number of prototypes. Ag ks we have only a few numbers
of prototypes feature subset selection and leaithiagimilarity might be the important
features the system needs. If we have more pratetyye also need prototype selection.

For the case with low number of prototypes we chuos¢hods for feature subset
selection based on the discrimination power ofuiest. We use the feature based cal-
culated similarity and the pair-wise similarityiraf of the expert and apply the adjust-
ment theory [11] to fit the similarity value momethe true value.

For a large number of prototypes we choose a denrahredundancy-reduction
algorithm proposed by Chang [8] that deletes pypiesg as long as the classification
accuracy does not decrease. The feature-subsetiseles based on the wrapper ap-
proach [9] and an empirical feature-weight learmmgthod [10] is used. Cross valida-
tion is used to estimate the classification acourAadetailed description of our proto-
type-based classifier ProtoClass is given in [dje Pprototype selection, the feature
selection, and the feature weighting steps areopedd independently or in combina-
tion with each other in order to assess the inftegthese functions have on the perfor-
mance of the classifier. The steps are performeitdgleach run of the cross-validation
process.

The classifier schema shown in Figure 1 is dividethe design phase (Learning
Unit) and the normal classification phase (Clasatfon Unit). The classification phase
starts after we have evaluated the classifier atdrohined the right features, feature
weights, the value for 'k’ and the cases.

Our classifier has a flat data base instead okealthical that makes it easier to
conduct the evaluations.
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Fig. 1. Prototype-based Classifier

2.1 Classification Rule

Assume we have n prototypes that represent m slagsbe application. Then, each
new sample is classified based on its closenetf®to prototypes. The new sample is
associated with the class label of the prototyjaé iththe closest one to sample.

More precisely, we call x, O{x1,x2,...,xi,...xr} a closest case to x if
mind (x,x)=d(x),x) , where i=1,2,...,n.

The rule chooses to classify x into categ@y, where x;, is the closest case to x and
X, belongs to clas€; with | O{1, ..., m} .

In the case of the k-closest cases we require lplesnof the same class to fulfill
the decision rule. As a distance measure we caamgelistance metric. In this work
we used the city-block metric.

The pair-wise similarity measure Simij among owtptypes shows us the discrim-
ination power of the chosen prototypes based ofetieires.

The calculated feature set must not be the opfigadlire subset. The discrimination
power of the features must be checked later. Fmvaumber of prototypes we can let
the expert judge the similari§mE;; betweeni, j [X], .., n} the prototypes. This gives
us further information about the problem which b&nused to tune the designed clas-
sifier.

2.2 Using Expert's Judgment on Similarity and the Calcuated
Similarity to Adjust the System

Humans can judge the similarity SimEij among olgemt a rate between 0 (identity)
and 1(dissimilar). We can use this information diguat the system to the true system
parameters [11].

Using the city-block distance as distance measuegget the following linear sys-
tem of equations:
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1 N
SmEIJ :WZ&“” - fJ|| (1)
1=1

with 1, j0{L...n} f  the featurefithe i-th prototype and N the number of features.
The feature al is the normalization of the feattwethe range {0,1} with

a = 1
|fmax,l - fmin,l|

of the feature value is clear since we have a lamlver of samples. The factor al is

adjusted closer to the true value by the leastregue@thod using expertSmE;;:

n-1 n N 2
>y (SmEij —%Zaﬂf” - f”|J = Min ! @)
=1

i=1 j=i+l

that is calculated from the prototypes. That thisadt the true range

with the restriction0< g < 1

|fmax,l - 1:minl| .

3 Methodology

Figure 2 summarizes the knowledge acquisition mebased on protoclass-based clas-
sification.

We start with one prototype for each class. Thidggiype is chosen by the biologist
based on the appearance of the cells. It requiegstte biologist has enough knowledge
about the processes going on in cell-based assaysam decide what kind of reaction
the cell is showing.

The discrimination power of the prototypes is clegtlirst based on the feature
values measured from the cells and the chosenagitpimeasure. Note that we calcu-
lated a large number of features for each cell. &l@x, using many features does not
mean that we will achieve a good discrimination pohetween the classes. It is better
to come up with one or two features for small sagites in order to ensure a good
performance of the classifier. The expert manugdtymates the similarity between the
prototypes and inputs these values into the systdma.result of this process is the
selection of the right similarity measure and tightr number of features. With this
information is set-up a first classifier and apglte real data.

Each new data gets associated with the label ai#issification. Manually we eval-
uate the performance of the classifier. The biabgives the true or gold label for the
sample seen so far. This is kept into a data hadeserves as gold standard for further
evaluation. During this process the expert wilt st wrong classified data. This might
happen because of too few prototypes for one dabsgcause the samples should be
divided into more classes. The decision what kihteohnique should be applied is
made based on the visual appearance of the cbiéseore, it is necessary to display
the prototypes of class and the new samples. Tdiedist sorts these samples based on
the visual appearance. That this is not easy tbydbuman is clear and needs some
experiences in describing image information [6].
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Fig. 2. Methodology for Prototype-based Classification

However, it is a standard technique in psycholegpadrticular gestalts psychology
known as categorizing or card sorting. As a resithis process we come up with more
prototypes for one class or with new classes andaat one prototype for these new
classes.

The discrimination power needs to get checked abased on this new data set.
New features, new number of prototypes or a neuilaiity measure might be the out-
put. The process is repeated as long as the aspmtisfied with the result. As a result
of the whole process we get a data set of sampthdnwe class labels, the settings for
the protoclass-based classifier, the importanufeatand the real prototypes. The class
labels represent the categories of the cellulacgsges going on in the experiment. The
result can now be taken as a knowledge acquisdigput. Just for discovering the
categories or the classifier can now be used itirewvork at the cell-line.
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4 THE APPLICATION

After the assay has been set up it is not quitarclhat are the appearances of the
different phases of the cell are. This has to benteduring the use of the system.

Based on their knowledge the biologists set uprsgdescriptions for the classifi-
cation of the mitochondria. They grouped theseselasn the following classes: tubular
cells, round cells and dead cells. For the appearaf these classes see images in
Figure 3.

Then prototypical cells were selected and the featwere calculated with the soft-
ware tool Cellinterpret [12]. The expert rated #imailarity between these prototypical
images.

Our data set consist of 223 instances with thefalg class partition: 36 instances
of class Death, 120 instances of class Round, gtérines of class Tubular, and 114
features for each instance.

The expert chose for each class a prototype showigure 4. The test data set for
classification has then 220 instances. For our ixgaits we also selected 5 prototypes
pro class respectively 20 prototypes pro class.aBlseciate test data sets do not contain
the prototypes.

Class Tubular
B10 1 B10 18 B10 19

Cias Round

B03_8

Clss Death
B0O3 11 B06 0 B06_20

Fig. 3. Sample Images for three Classes (top Class Tubular,
middle Class Round, bottom Class Death)



34 Petra Perner

Prototype Death (B6_23) Prototype Round (B3_2! Prototype Tubular (F10-)

)

Fig. 4. The Prototypes for the class Death, Round and anbul

5 Results

Figure 5 shows the accuracy for classification dasedifferent number of prototypes
for all features and Fig. 6 shows the accuracwftast set based on only the three most
discriminating features. The test shows that thesification accuracy is not so bad for
only three prototypes but with the number of prypes the accuracy increases. The
selection of the right subset of features can afgwove the accuracy and can be done
based on the method presented in Section 2 fonlowber of samples. The right cho-
sen number of closest cases k can also help taoire@ccuracy but cannot be applied
if we only have three prototypes or less prototyipehe data base.

Figure 6 shows the classification resultsii@r220 instances started without adjust-
ment meaning the weights al are equal to one (LAn#l with adjustment based on
expert's rating where the weights are (0.0054684@0502579; 0.00202621) as an
outcome of the minimization problem.

Accuracy (all attributes)

0,8

0,6

0,4 —e—k=1
—8—k=3

0,2

0,0 o

3 prototypes 15 prototypes 60 prototypes

Fig. 5. Accuracy versus Prototypes and for two differesattdire subset;
Accuracy for different number of prototypes usitifeatures
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Accuracy (Area5, ObjCnt0, ConSk3)

0,8

0,6

0,4 —8—k=1
——k=3

0,2

0,0

3 prototypes 15 prototypes 60 prototypes

Fig. 6. Accuracy versus Prototypes and for two diffefeature subset; Accuracy
for different number of prototypes using 3 featueas, ObjCtn0, ConSk3)

Accuracy
0,9

0,8

0,7 —e—3pt

—e—15pt
0,6 P

60pt

0,5

0,4

Fig. 7. Accuracy depending on choice of features (k=1)

Table 1. Difference between 3 Prototypes using the fifea (ObjCnt0, ArSig0, ObjCntl and
the judged difference values by the expert

B6_ 23 B03 22 F10 2
S I B
B03_22 0'66(3:':’;)3257 0 0,34(3?92)5705
F10 2 0'98(8(,)67)1038 0,34(%)?92)5705 0

Table 1 shows the difference values of three pyptx and in clips the judged dif-
ference values by the expert. The result showsatt@miracy can be improved by apply-
ing the adjustment theory and especially the dassific quality is improved by ap-
plying the adjustment theory (see Fig. 8).

The application of the methods for larger sampétsdil not bring any significant
reduction in the number of prototypes (see Figrdh the feature subset (see Fig. 10).
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The prototype selection method reduced the numiyerodotypes only by three proto-
types. We take it as an indication that we haveyrbthe enough prototypes and that
the accuracy of the classifier can be improveddilecting more prototypes.

In Summary, we have shown that the chosen methedgaduable methods for a
prototype-based classifier and can improve thesiflas performance. For future work
we will do more investigations on the adjustmemoity as a method to learn the im-
portance of features based on low number of featanel for feature subset selection
for low number of samples.

0,84
0,83
0,82
0,81
0,80
0,79
0,78

Accuracy

Accuracy without adjustment and with
adjustment based on expert's rating

FB EB
Feature Sim FB / Expert Sim

Fig. 8. Accuracy with and without adjustment theory

20

15

10

Number of removed Prototypes using
Prototyp Selection with Methods for large
Number of Prototypes

60 data, k=1 60 data, k=3 all data (223)

Fig. 9. Number of removed Prototypes

Number of removed Features after Feature
Subset Selection with Methods for large
Number of Prototypes

15date, k=1 15data, k=3  60data, k=1  60data, k=3

Fig. 10.Number of removed Features after Feature Subsettioa
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6 CONCLUSIONS

We have presented our results on a prototype-baasslification. Such a method can
be used for incremental knowledge acquisition dassification. Therefore the classi-

fier needs methods that can work on low numberzratotypes and on large number
of prototypes. Our result shows that feature sutiettion based on the discrimination
power of a feature is a good method for low numlzdrgrototypes. The adjustment

theory in combination with an expert similarity grdent can be taken to learn the true
feature range in case of few prototypes. If we Haxge number of prototypes an option
for prototype selection is needed that can checkefdundant prototypes.

The system can start to work on a low number dfgtypes and can instantly collect
samples during the usage of the system. These samel the label of the closest case.
The system performance improves the more prototifEesystem has in its data base.
That means an iterative process of labeled sangtiliection based on prototype based
classification is necessary followed by a revisidrihese samples after some time in
order to sort out wrong classified samples unéldlistem performance has been stabi-
lized.

The test of the system is done on a new applicatiocell image analysis, the study
of the internal mitochondrial movement of cells.

References

1. R. Schmidt and L. Gierl, “Temporal Abstractions abdse-Based Reasoning for Medical
Course Data: Two Prognostic Applications, “ in MahLearning and Data Mining in Pattern
Recognition, MLDM2001, edited by P. Perner, Inai 213pringer-Verlag: Berlin Heidel-
berg, p. 23-34, 2001.

Perner, P.: Prototype-Based Classification, Appligdlligence 28, 238-246 (2008)

3. M. Nilsson and P. Funk, “A Case-Based ClassificatibR@spiratory Sinus Arrhythmia,” in
Advances in Case-Based Reasoning, ECCBR 2004, edited BynR.and P.A. Gonzalez
Calero, Inai 3155, Springer-Verlag: Berlin Heidelbhgrg673-685, 2004.

4. D.W. Aha, D. Kibler, and M.K. Albert, “Instance-tea$ Learning Algorithm,” Machine
Learning, 6(1):37-66, 1991.

5. P. Perner, “Incremental Learning of Retrieval Knalge in a Case-Based Reasoning Sys-
tem,” in: K.D. Ashley and D.G. Bridge (Eds.), Case-®hReasoning - Research and Devel-
opment, Springer Verlag 2003, LNAI 2689, pp. 42543

6. Sachs-Hombach, KI.: Bildbegriff und Bildwissenschéft Gerhardus, D., Rompza, S. (Eds.)
kunst - gestaltung - design, Heft 8, pp. 1-38,

7. Krausz E., Prechtl, St., Stelzer, E.H.K., Bork, Perner, P.: Quantitative Measurement of
dynamic time dependent cellular events. Projectbieson (May 2006)

8. Chang, C.-L.: Finding Prototypes for Nearest Neighblassifiers.

9. Perner, P.: Data Mining on Multimedia Data. LNCSI, @558, Springer Verlag (2002)

10. Little, S., Colantonio. S., Salvetti, O., Perner,lraluation of Feature Subset Selection, Fea-
ture Weighting, and Prototype Selection for Biomabispplications. J. Software Engineer-
ing & Applications 3, 39-49 (2010)

11. Niemeier; W.: Ausgleichsrechnung, de Gruyter, BeXaw York (2008)

12. Perner, P.: Novel Computerized Methods in SystemogiplFlexible High-Content Image
Analysis and Interpretation System for Cell ImadiesPerner, P. Salvetti, O. (Eds.) Advances

N



38 Petra Perner

in Mass Data Analysis of Images and Signals in Miedi Biotechnology, Chemistry and
Food Industry, MDA 2008, Inai, vol. 5108, pp. 13971 Springer Verlag (2008)



